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NVIDIA TENSORRT

Programmable Inference Accelerator

FRAMEWORKS GPU PLATFORMS
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TENSORRT LAYERS

Built-in Layer Support Custom Layer API

TensorRT Runtime

Deployed Application
Convolution

LSTM and GRU

Activation: RelLU, tanh, sigmoid
Pooling: max and average
Scaling

Element wise operations

LRN

Fully-connected

SoftMax

Deconvolution CUDA Runtime
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TensorRT Optimizer
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TENSORRT OPTIMIZATIONS

Layer & Tensor Fusion

&) &

Weights & Activation
Precision Calibration

FEE

Kernel Auto-Tuning

Dynamic Tensor
Memory

40x Faster CNNs on V100 vs. CPU-Only
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Under 7ms Latency (ResNet50)
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14 ms

6.674ns
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CPU-Only V100 + V100 + TensorRT
TensorFlow

Inference throughput (images/sec) on ResNet50. V100 + TensorRT: NVIDIA TensorRT (FP16), batch size 39, Tesla V100-SXM2-

16GB, E5-2690 v4@2.60GHz 3.5GHz Turbo (Broadwell) HT On V100 + TensorFlow: Preview of volta optimized TensorFlow (FP16),

batch size 2, Tesla V100-PCIE-16GB, E5-2690 v4@2.60GHz 3.5GHz Turbo (Broadwell) HT On. CPU-Only: Intel Xeon-D 1587
Broadwell-E CPU and Intel DL SDK. Score doubled to comprehend Intel's stated claim of 2x performance improvement on Skylake
with AVX512.
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*What is NMT?

*What is current state?
*What are the problems?
*How did we solve it?
*What perf is possible?



ACRONYMS AND DEFINITIONS

NMT: Neural Machine Translation
OpenNMT: Open source NMT project for academia and industry

Token: The minimum representation used for encoding(symbol, word, character,
subword)

Sequence: A number of tokens wrapped by special start and end sequence tokens.

Beam Search: directed partial breadth-first tree search algorithm
TopK: Partial sort resulting in N min/max elements

Unk: Special token that represents unknown translations.
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TRAINING VS INFERENCE
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*What is NMT?

*What is current state?
*What are the problems?
*How did we solve it?
*What perf is possible?



INFERENCE TIME IS BEAM SEARCH TIME

Wu, Et. Al. 2016, ‘Google’'s Neural Machine Translation System:
Bridging the Gap between Human and Machine Translation’

Sharan Narang, Jun, 2017, Baidu’s DeepBench -
https://github.com/baidu-research/DeepBench

Rui Zhao, Dec, 2017, ‘Why does inference run 20x slower than
training.’ -

David Levinthal, Ph.D., Jan, 2018, ‘Evaluating RNN performance
across hardware platforms.’


https://arxiv.org/abs/1609.08144
https://github.com/tensorflow/nmt/issues/204

*What is NMT?

*What is current state?
*What are the problems?
*How did we solve it?
*What perf is possible?
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L 5F 81.3% void gatherTopK<fl...
L 5F 4.8% sgemm_128x128x8_...

L 5F 2.3% maxwell_sgemm_12...

=5 1.7% void indexSelectSma...
= 5F 1.6% void cunn_SoftMaxF..
= 5F 1.4% maxwell_sgemm_12...

= 5P 1.1% void indexSelectSma...

L 5F 0.8% void kernelPointwise...
=5 0.7% void bitonicSortkVin...

= 5F 0.5% maxwell_sgemm_12...

L 5F 0.4% void kernelPointwise...
L 5F 0.4% void kernelPointwise...
=5 0.3% sgemm_32x32x32_N...
L 5F 0.2% void kernelPointwise...
=5 0.2% void THCudaTensor ...
L 5F 0.2% void kernelPointwise...
L 5F 0.2% void FillSlicewithind...

- 5F 0.2% void THNN_Cudal ST...

L 5F 0.2% void kernelPointwise...
L 5F 0.2% void kernelReducecC...

L 5F 0.2% void kernelPointwise...
L5 0.1% void kernelPointwise...

KERNEL ANALYSIS
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*What is NMT?

*What is current state?
*What are the problems?
-How did we solve it?
*What perf is possible?
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TopK Part 1
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TopK Part 2 ]
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Beam Search - Beam Shuffle
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Beam Search - Beam Scoring
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Beam Search - Batch Reduction
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TENSORRT ANALYSIS
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L 5F 36.2% sgemm_128...

L =5F 14.2% maxwell_sg...

L =5F 10.7% sgemm_32¥...

L 5F 7.8% void batched...
L 5F 6.8% void add_tens...
L 5F 3.5% void mv_baktc...
L 5F 3.3% void softMax...
L =5F 2.8% void mTv_bak...

L 5F 2.7% sgemm_32x3...

L 5F 2.3% maxwell_sge...

L5 1.8% void LSTM_el...

L 5F 1.8% void collapse...

TENSORRT KERNEL ANALYSIS
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*What is NMT?

*What is current state?
*What are the problems?
*How did we solve it?
*What perf is possible?



Sentences/sec

RESULTS

140x Faster Language Translation RNNs on V100 vs. CPU-Only Inference
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Inference throughput (sentences/sec) on OpenNMT 692M. V100 + TensorRT: NVIDIA TensorRT (FP32), batch size 64, Tesla V100-PCIE-16GB, E5-2690 v4@2.60GHz 3.5GHz Turbo (Broadwell) HT On. V100 + Torch: Torch (FP32), batch size

4, Tesla V100-PCIE-16GB, E5-2690 v4@2.60GHz 3.5GHz Turbo (Broadwell) HT On. CPU-Only: Torch (FP32), batch size 1, Intel E5-2690 v4@2.60GHz 3.5GHz Turbo (Broadwell) HT On
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SUMMARY

Show that topK no longer dominates sequence inference time.

Show that RNN Inference is compute bound, not memory bound.

TensorRT accelerates sequence inferencing. PRODUCT PAGE

Over two orders of magnitude higher throughput over CPU.

<ANVIDIA ACCELERATED COMPUTING  Downloads

Latency reduction by more than half over CPU. NVIDIA TensorRT
Free Lunch
This Way

QUICKLINKS

GPU Computing

Q NVIDIA HPC Developer
for our #webinar g
deployn
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PRODUCT PAGE

developer.nvidia.com/tensorrt

SANVIDIA ACCELERATED COMPUTING  Downloads  Training  Ec

NVIDIA TensorRT

Programmable Inference Accelerator

QUICKLINKS

NVIDIA TensorRT™ is a high-performance deep learning

omputing -

inference optimizer and runtime that delivers low
latency, high-throughput inference for deep learn

applications. TensorRT can be used to rapidly optimize,

validate, and ral networks for

Loy trained

Click to Zoom)
inference to hyperscale data centers, embedded, or

automotive product platforms.

Developers can use TensorRT to deliver fast inference using INT8 or FP16 optimized precision that

ne services

significantly reduces latency, as demanded by rea ch as streaming video

categorization on the cloud or object detection and segmentation on embedded and automotive

forms. With TensorRT developers can focus on d

ping novel Al-powered applications

rather nal

an performance tuning for inference deployment. TensorRT runtime ensures opt 6PU Computing

Q NVIDIA HPC Developer

In a week, register for our # tq
deep dive inio deployn
workfiow w/ TensorRT:

inference performance that can meet the most demanding latency and throughput requirements.

What's New in TensorRT 3?

TensorRT 3 is the key to unlocking optimal inference T

18 Faster Inference of TensorFlow models on V100

performance on Volta GPUs. It delivers up to 40x higher

time latency vs. CPU-Only I

throughput in under 7ms re

inference.

LEARN MORE

DOCUMENTATION

docs.nvidia.com/deeplearning/sdk

< DEVELOPER
ZonE

AvibIA

NVIDIA Deep Learning SDK
TensorRT User Guide:
> 1. Overview
> 2. TensorRT Workflow
» 3. Using TensorRT 2.1
> 4. Troubleshooting

DEEP LEARNING DOCUMIENTATIOV
TensorRT Use Gutde (£0E) - Lasc upcatea e 7, 2017 - () (1 (03 €

Education

Abstract

This TensorRT User Guide provides a deeper understanding of TensorRT and provides examples that show you hows
to optimize a netwark definition by merging tensors and layers, transforming weights, chaasing efficient
intermediate data formats, and selecting from a large kernel catalog based on layer parameters and measured
performance.

1. Overview

NVIDIAS TensorRT™ is a C+= library that facilitates high performance inference on NVIDIA GPUs. TensorRT takes a
network definition and optimizes it by merging tensors and layers, transforming weights, choosing efficient
intermediate data formats, and selecting from a large kernel catalog based on layer parameters and measured
performance.

TensorRT consists of import methads to help you express your trained deep learning model for TensorRT to
optimize and run. It is an optimization tool that applies graph optimization and layer fusion and finds the fastest
implementation of that model leveraging a diverse collection of highly optimized kernels, and a runtime that you
can use to execute this network in an inference context.

TensorRT includes a full infrastructure that allows you to leverage high speed reduced precision capabilities of
Pascal™ GPUs as an optional optimization.

TensorRT is built vitl

TensorRT Layers

TensorRT directly supports the following layer types:

Activation
The Activation layer implements per-element activation functions. Supported activation types are
RelLU, TanH and Sigmoid.
Cencatenation
The concatenation layer links together multiple tensors of the same height and width across the
channel dimension.
Convolution
The Convolution layer computes a 30 (channel, height, width) convolution, with or without bias.
Deconvelution
The Deconvolution layer implements a deconvalution, with or vithout bias,
ElementWise
The ElementWise, also knovn as Eltvise, layer implements per-element operations. Supported
operations are sum, product, and maximum.
FullyConnected
The FullyConnected layer implements a matrix-vector product, vith or without bias.
LRN
The LRN layer implements cross-channel Local Response Normalization.
Plugin
The Plugin Layer allows you to integrate layer implementations that TensorRT does not natively
support.

TRAINING

nvidia.com/dli

WHATSNEW  INDUS PRODUCTS v EDUCATION

DEEP
LEARNING
INSTITUTE

>

NVIDIA.

The NVIDIA Deep Learning Institute (DLI) offers hands-on training for
developers, data scientists, and researchers looking to solve the world's m:
challenging problems with deep learning

Through self-paced online labs and
training on the latest techniques for designing, training, a
networks across a variety of application domains. Students will explore widely

used open-source frameworks as well as NVIDIA's latest GPU-accelerated dee
learning platforms
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