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WHAT YOU WILL LEARN

An iterative method to optimize your GPU code
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A way to conduct that method with NVIDIA Nsight EE

Companion Code: https://github.com/chmaruni/nsight -gtc
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INTRODUCING THE APPLICATION

Graysca>

Edges
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Grayscale Conversion

/l'r, g, b: Red, green, blue components of the pixel p
foreach pixel p:
p = 0.298839f *r + 0.586811f *g+ 0.114350f *b;
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Blur: 7x7 Gaussian Filter

foreach pixel p:
p = weighted sum of p and its 48 neighbors

1 6 15 20 15 6 1
6 36 90 120 90 36 6
15 90 225300225 90 15
20 120 300 400 300 120 20

15 90 225300225 90 15
6 36 90 120 90 36 6
1 6 15 20 15 6 1

Image from Wikipedia
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Edges: 3x3Sobel Filters

foreach pixel p:
Gx = weighted sum of p and its 8 neighbors
Gy = weighted sum of p and its 8 neighbors

. p = sgrt (Gx + GY)
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ENVIRONMENT

NVIDIA Tesla K80
GK210
SM3.7
ECC on
2505 MHz memory clock, 875 MHz SM clock

CUDA 7.5, Linux

Tools identical for Windows, Linux, and Mac
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PREREQUISITES

Basic understanding of the GPU Memory Hierarchy

Global Memory (slow, generous)
Shared Memory (fast, limited)
Registers (very fast, very limited)
(Texture Cache)

Basic understanding of the CUDA execution model

Grid 1D/2D/3D
Block 1D/2D/3D
Warp-synchronous execution (32 threads per warp)
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THE APOD CYCLE
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4. Deploy 1. Assess
and Test

A Identify Performance Limiter
A Analyze Profile
A Find Indicators

3. Optimize 2. Parallelize

$

3b. Build Knowledge
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W& NVIDIA Visual Profiler

File View Window Run Help
= 8

®n v @Al FRI(EEL

§ #nsight-gtc-step-00.nwp &2 = O | = Properties 2 = 8
| 025s 02525 02555 0258 5 026 s 02625 | gaussian_filter_7x7_vO(int, int,
[=] Process "claw.ppm” (38050) Start 258.219 ms (2
[=| Thread 154849024 End 26336 ms (26
> i A Duration 5142 ms (5,14..
- I Grid Size [320,200,1]
- Profiling Overhead Block Size 1881]
1=/ 10] Tesla ka0 Registers/Thread 51
=] Context 1 (CUDA) Shared Memory/Block 0B
=¥ MemCpy (HtoD) 4 Occupancy
[=I Compute gaussian_filter_7x7_v0(int, int, unsigned char| Achieved & 477%
- 57 93.8% gaussian_filter 7x7_... gaussian_filter_7x7_v0(int, int, unsigned char| Theoretical 50%
L ¥ 4.4% sobel filter_3x3_vO(in... Limiter Block Size
- 5 1.8% rgba_to_grayscale_k.. 4 Shared Memory Configuration
[=] Streams Shared Memory Requested 112 KiB
L Default gaussian filter 7x7 vO(int, int, unsigned char| Shared Memory Executed 112 KiB
Shared Memory Bank Size 4B
< [ 3
[& Analysis 2 o Details B Console T Settings S =0
iy | i Export PDF Report Results

1. CUDA Application Analysis

2. Performance-Critical Kernels

3. Compute, Bandwidth, or Latency Bound

latency. The results at right indicate that the performance of

kernel "gaussian_filter_7x7_v0" is most likely limited by

instruction and memaory latency.

|, Perform Latency Analysis

The most likely bottleneck to performance for this kernel is
instruction and memory latency so you should first perform

instruction and memory latency analysis to determine how it is

limiting performance.

i Kernel Performance Is Bound By Instruction And Memory Latency

This kernel exhibits low compute throughput and memory bandwidth utilization relative to the peak performance of "Tesla K80". These utilization levels indicate that
the performance of the kernel is most likely limited by the latency of arithmetic or memory operations. Achieved compute throughput and/or memory bandwidth

below 60% of peak typically indicates latency issues.

I Memory operations

»
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CREATE A NEW NVVP SESSION

[ ] [ ] Create New Session

Executable Properties

Set executable properties

Connection: Local B Manage connections...

Toolkit: CUDA Toolkit 7.5 (/Developer/NVIDIA/CUDA-7.5/bin/)

File: | fUsers/mathias-wagner/work/nsight-gtc/nsight-gtc-step- []O| I] Browse...

Working directory: | /Users/mathias-wagner/work/nsight-gtc Browse...

Arguments: 0 datafclaw.ppm

Profile child processes B
i . Mame Walue

Environment: Add

Delete

Cancel
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IF R E QOREMOTE PROFILING

@
O
e
ok
om
e
mZ
DO
mr—
Z 0O
oO®
m—<

GPU you want to profile for might not be available in your local workstation

various approaches to remote profiling
A. Run profiler on remote machine and use remote desktop (X11 forwarding, NX, VNC, € )

B. ollect data using command line profiler nvprof and view your local workstation

[ # generate time line m View . Wincowis sl
nvprof i o myprofile.timeline ./a.out  [YINew Session 3N |
# collect data needed for guided analysis | Open... 80 |

1 nvprof 1o myprofile.analysis -- analysis - metrics ./a.out Clone Session
# custom selection of metrics for detailed investigations
nvprof i o myprofile.metrics i - metrics <...> ./a.out Save

- save As...
Save All

C. Use remote connection feature to create a new session
iy Import...
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CREATE AREMOTE CONNECTION

& o Create Mew Session

Executable Properties

Set executable properties

® @ New Remote Connection
Connection: ¥ Local
> Add connection... Remote Connections
Toolkit: . = — T ==r  Manage available connections
File:
Working directory: userf@gpunode Add
Arguments:

Remove
Profile child processes

Environment: Name Value
Host name: |gpunode

User name:  user
Label: user@gpunode

System type: SSH Port number: 22 >

Cancel
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THE PROFILER WINDOW
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ece NVIDIA Visual Profiler
SN ESE R ERETOTN 3 T
‘ *nsight-gtc-step-4a.time ‘ *nsight-gtc-step-40.time | nsight-gtc.cu ‘ *nsight-gtc-step-50.time ‘ *nsight-gtc-step-00.time & = O [ properties =0
p s n.qs s ﬂ‘.l s 0.1‘5 s El.g s 0,2§ 5 El.li ] 0,3‘5 5 [0] Tesla K80
Bilrocessiclawippmy(38050) GPU UUID GPU-03acef5...
[=] Thread 154849024 ¥Duration
L Runtime API cudaMalloc cudaDeviceReset Session 402.909 ms (...
= Driver API LTI ¥ Attributes
* Profiling Overhead 1| 1 | ] | Compute Capability 37
Maximums
=] Context 1 (CUDA) Threads per Block 1024
L MemCpy (HtaD) l Shared Memu;\: pe;r Block 2§rKiB
Stampute - Grid Din “
L 5F 93.8% gaussian_... Block Di

L 57 4.4% sobel_filter... Warps ps

u n
L 5F 1.8% rgba_to_gr... Blocks p)
|=| Streams. Single P
' Default Double

¥ Multiproce:
Multipro —
Clock Rate R75.5 MHz

[ Analysis 82 Details E Console Settings E i

EER [ Export PDF Report Results

1. CUDA Application Analysis

The guided analysis system walks you through the various analysis
stages to help you understand the optimization opportunities in
your application. Once you become familiar with the optimization
process, you can explore the individual analysis stages in an
unguided mode. When optimizing your application it is impartant to
fully utilize the compute and data movement capabilities of the GPU.
To do this you should look at your application's overall GPU usage
as well as the performance of individual kernels.

[u Examine GPU Usage

| This analysis requires an
run onee to collect itif it is

uidet:... Analysis Results

alysis requires utilization
be run once to collect that

[} Delete Existing Analysis Information
If the application has changed since the |ast analysis then the existing

analysis information may be stale and should be deleted before
continuing.

L] Switch to unguided analysis
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TIMELINE

& *nsight-gtc-step-00.time I3 = B
P S [].UIS S [].:II. s 0. lIS s 0.|2 s [].ZIS H U..I’- s [].3|5 - [].ﬁl'l- s
[=| Process “claw.ppm” (38050)
[=] Thread 154849024
- Runtime AP I cudaMalloc ||
- Driver APl ILLLLLLLE

L Profiling Overhead
[=] [0] Tesla KBO
[=] Context 1 (CUDA)
L 5F MemCpy (HtoD)
[=] Compute

L 5F 93.8% gaussian_...
L ¥ 4.4% sobel_filter...
L 5F 1.8% rgba_to_gr...

[=| Streams
L Default
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GPU coxrerence

vApriI 4-7, 2016 | Silicon Valley
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EXAMINE INDIVIDUAL KERNELS

(GUIDED ANALYSIS)
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T Analysis &2 [o) Details Console Settings

SHHEET | [y, Export PDF Report

1. CUDA Application Analysis

The quided analysis system walks you through the various analysis stages to
help you understand the optimization opportunities in your application. Once
you become familiar with the optimization process, you can explore the
individual analysis stages in an unguided mode. When optimizing your
application it is important to fully utilize the compute and data movement
capabilities of the GPU. To do this you should look at your application's overall
GPU usage as well as the performance of individual kernels,

il Examine GPU Usage

Derermine your application's overall GPU usage. This analysis requires an application
timeline, so your application will be run once to collect it if it is not already available.

Lau n C h Y Examine Individual Kernels

Determine which kernels are the most performance critical and that have the most
opportunity for improvement. This analysis requires utilization data from every
kernel, so your application will be run once to collect that data if it is not already
available.

Lol Delete Existing Analysis Information

If the application has changed since the last analysis then the existing analysis
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IDENTIFY HOTSPOT

i Kernel Optimization Priorities

The following kernels are ordered by optimization importance based on execution time and achieved occupancy.

Optimization of higher ranked kernels (those that appear first in the list) is more likely to improve performance
compared to lower ranked kernels.

Rank Description
100 [ 2 kernel instances ] gaussian_filter_7x7_v0(int, int, unsigned char const *, unsigned char*)
4 [ 1 kernel instances ] sobel_filter_3x3_v0(int, int, unsigned char const *, unsigned char®)

Hotspot

1[ 1 kernel instances ] rgba_to_grayscale_kernel_v0(int, int, uchar4 const *, unsigned char®)

ldentify the hotspot: gaussian_filter 7x7 vO()

Original Version 5.141ms 1.00x
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Launch

PERFORM KERNEL ANALYSIS
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