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Presentation Outline

A Business Model of the Financial Industry
A About the Data

i Financial Data Flow Overview
I Complexities of Data
I Ingestion
I Preparation
I Pre-processing
I Data Exploration
A Available Solutions

A Regression Analysis with GPU databases

I Fannie Mae Example
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Business Model of the Financial Industry

A What do banks do?
A Comparison to other industries

A Financial Industry Business Model
I Provide financial services
I Manage your money
I Working with data!
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Financial Dataflow Overview
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INFUSION STATE:
As data progresses
through each stage
through the lifecycle,
it is infused with value
from raw low value
human/machine level
to highly refined
analytical output.
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apply machine
learning algorithms to
infuse value into the
data.



Complexities of Data
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Phases of Data Management & Analysis

A Ingestion i pulling data from source system into local storage
environment

r

A Preparation I data merging based on context and analytical needs

A Pre- processing i feature engineering, missing value imputation, outlier
detection, categorical feature encoding, binning, etc.
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Data Ingestion

A lngestion i pulling data from source system
Into local storage  environment

I Sqgoop

I Kafka

I SAS Connectors
T NiFi
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Sqgoop

A Apache Sgoop is a tool designed for efficiently transferring bulk
data between Apache Hadoop and structured datastores such as
relational databases

I .

Import sequential datasets Satisfies the growing need to move data from mainframe to HDFS
from mainframe

Import direct to ORCFiles Improved compression and light-weight indexing for improved query performance

Data imports Moves certain data from external stores and EDWs into Hadoop to optimize cost-effectiveness of
combined data storage and processing

Parallel data transfer For faster performance and optimal system utilization

Fast data copies From external systems into Hadoop

Efficient data analysis Improves efficiency of data analysis by combining structured data with unstructured data in a

schema-on-read data lake
Load balancing Mitigates excessive storage and processing loads to other systems

YARN coordinates data ingest from Apache Sqoop and other services that deliver data into the Enterprise Hadoop cluster.
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Kafka

A Apache Kafka is an open -source stream processing software
platform developed by the Apache Software Foundation written in

Scala and Java. The project aims to provide a unified, high -
throughput, low -latency platform for handling real -time data
feeds.
Kafka has four core APls:
PrOdUCEI'S e The Producer APl allows an application to publish a
stream of records to one or more Kafka topics.
App App App ¢ The Consumer APl allows an application to subscribe to
one or more topics and process the stream of records
\ l / App produced to them.
‘/V « The Streams APl allows an application to act as a stream
Kafka Stream processor, consuming an input stream from one or more

topics and producing an output stream to one or more

Connectors
Cluster Processors

/ \ output topics, effectively transforming the input streams to
output streams.
/ l \ App

o The Connector AP allows building and running reusable

producers or consumers that connect Kafka topics to

App App App existing applications or data systems. For example, a

connector to a relational database might capture every

Consumers change 1o a table.
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SAS Connectors

A SAS/ACCESS Interface to Hadoop

A SAS Data Loader

What directive do you want to perform?

Browse Tables P Saved Directives Run Status = Delete Rows

Browse tables or . Open a previously Show the status of nx Delete rows froma

open s table to see created directive to current and selected table.

its contents run, view or edit previous directive Requires Hive 14 or
executi a

Run a Hive Pro... ﬂ Queryor Join ... Sort and De-D... Run a SAS Pro...

A Runsome Hive ?-3 Query = table, or Query, sort, or de- E RN Runin-datsbace

2 . join data from duplicate the data o quality SAS
multiple tables in an existing programs
Hadeo...

Transform Dat... Transpose Dat... - Copy Data fro... - Copy Data to H...
Transform dats Transpose data = M copy Dats from =L Il oy dsts froma
from a Hadoop from 2 Hadoop = Hadoop into = database into
table table database Hadoop
Load Data to L... Import a File Cleanse Data ... .‘ Profile Data
Copy dstafroma Impart data from a Cleanse datain EE\ Generate a profile
source and losd it file inta Hadoop Hadoop by b report of the data in
into LASR. performing dsts atable
Existing qualitytrs
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NIF]

Apache NiFi supports powerful and scalable directed graphs
of data routing, transformation, and system mediation

logic.
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NiFI (continued)

A Systems fail:

Networks fail, disks fail, software crashes, people make mistakes

A Data access exceeds capacity to consume:
Sorr]netimes_ a given data source can outpace some part of the processing or delivery chain - itonly takes one weak  -link
to have an issue

A Boundary conditions are mere suggestions:

You will invariably get data that is too big, too small, too fast, too slow, corrupt, wrong, or in the wrong

format .
A What is noise one day becomes signal the next:

Priorities of an organization change - rapidly. Enabling new flows and changing existing ones must be fast
A Systems evolve at different rates:

The protocols and formats used by a given system can change anytime and often irrespective of the systems
around them. Dataflow exists to connect what is essentially a massively distributed system of components
that are loosely or not  -at-all designed to work together

A Compliance and security:
Laws, regulations, and policies change. Business to business agreements change. System to system and
system to user interactions must be secure, trusted, accountable .

A Continuous improvement occurs in production:
It is often not possible to come even close to replicating production environments in the lab
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Data Preparation

A Data Preparation 1 > requires data exploration!
I GPU Databases

T Hive

I Hive LLAP

I Spark
T Alluxio
T Druid
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Hive & LLAP

Live Long and Process, LLAP provides a hybrid execution model. It consists of along -lived daemon
which replaces direct interactions with the HDFS DataNode , and a tightly integrated DAG -based

framework.
Functionality such as caching, pre -fetching, some query processing and access control are moved

into the daemon. Small/short queries are largely processed by this daemon directly, while any
heavy lifting will be performed in standard YARN containers

Hive 2 with LLAP: Architecture Overview
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Spark

A Apache Spark is alightning -fast unified analytics engine for big data
and machine learning. It was originally developed at UC Berkeley in 2009

A It provides in -memory computing capabilities to deliver speed, a
generalized execution model to support a wide variety of applications, and
Java, Scala, and Python APIs for ease of development.

A Supported languages:
i R
i SQL
i Python
i Scala

) Java
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Alluxio

A Alluxio holds a unique place in the big data ecosystem, residing between
storage systems such as Amazon S3, Apache HDFS or OpenStack Swift
and computation frameworks and applications such as Apache Spark or
Hadoop MapReduce and provides the central point of access with a
memory centric design.
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