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Abstract
• Many image processing problems require image

denoising as a preprocessing step. We address
the problem of removing white Gaussian noise
in images via dictionary learning, which is a
technique that has been proved to better fit a
signal than fixed dictionary approaches.

• Learning an overcomplete dictionary for sparse
representation is a problem that involves a
high computational cost. In this poster, we
present an efficient parallel algorithm on GPU
to reduce the whole processing time of image
denoising algorithm via dictionary learning.

Introduction

Nowadays, sparse representation of signals has at-
tracted considerable interest. Basically, sparse rep-
resentation is based on the idea that a signal can be
decomposed as a sparse linear combination of atoms,
which are understood in a base called dictionary [1].
In image processing, dictionary learning is a suc-
cessful technique with several applications such as
denoising, inpainting, demosaicing and comprehen-
sive sensing [2].
Dictionary learning is an NP-hard problem because
the complexity of exhaustive search to solve the
sparseness is exponential [3]. Hence, the exact com-
putation of a sparse representation is not deemed
a feasible approach. In the literature, several algo-
rithms approximate the solution quite well; for in-
stance greedy algorithms such as Orthogonal Match-
ing Pursuit (OMP), gradient descent algorithms and
the LASSO [4]. The K-SVD algorithm is usually
used to train an overcomplete dictionary[5].
We propose a GPU Dictionary Learning algorithm
based on K-SVD and OMP, to deal with the high
computational complexity that implies solving large-
scale optimization problems.

GPU Dictionary Learning
algorithm

Formally, the dictionary learning problem can be for-
mulated as:

minα∈Rm||x − Dα||22 s.t. ||α||0 ≤ L

where x is a set of training signals xM
i=1 ∈ Rn, M is

large, n is the dimension of each patch, D ∈ Rn×m,
m < M .
K-SVD algorithm in GPU is used to train the dictio-
nary and is composed by two main stages, K rep-
resents the number of iterations of the algorithm.
Sparse coding stage, we create an OMP ker-
nel for the sparse representation of the dictionary.
OMP solves the following optimization problem:

minα∈Rp||x − Dα||22 s.t. ||α||0 ≤ L (1)
K-SVD Dictionary update stage, basically
update each dictionary atom.

We create the following kernels:
• Compute the residual matrix fixing one dictionary

atom.
• Compute single value decomposition (SVD) to

update the dictionary.

Experiments and Result

• Tests were performed on an Intel (R) Core (TM)
i7-3770 CPU @ 3.40GHz processor with 24.5 GiB
RAM; NVIDIA® Tesla™ K40C GPU Computing
Accelerator - 12GB GDDR5 - 2880 CUDA Cores.
We used Cusolver of CUDA 7.0 for computing
linear algebra algorithms.

• The parameters used in the experiments are:
threads number NT is 256, blocks number is
(x + NT − 1)/NT ), where x is the number of
patches.
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Figure 1: Speedup GPU image denoising.

Methodology
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Figure 2: Methodology for image denoising process

Figure 3: Image denoised via Dictionary Learning

Conclusions

In the experiments we compared our GPU imple-
mentation with a Matlab CPU implemenation with
optimized linear algebra operations. The results
have shown that we achieved a approximate speed
up of 40×. Note that this is based on the total time
of image denoising procedure, which is strongly dom-
inated by the time of dictionary training using the
K-SVD algorithm.
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