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Why Focus on Global Memory Accesses?



Launch Configuration



Launch Configuration

Global memory Instructions

400-800

How many threads/threadblocks to launch?

float2 float



Maximizing Memory Throughput

Increment of an array of 64M elements
2

Tesla C2050, ECC on, theoretical bandwidth: ~120 GB /s



Launch Configuration: Summary

Need enough total threads to keep GPU busy

512+
O
O

Threadblock configuration
32
0 8

128-256 threads/block

For more details:



Global Memory Access
Patterns



Fermi Memory Hierarchy

Local storage (on-chip)
B

Shared memory / L1 (on-chip)
B

a
® 1+ TB/s

L2 (off-chip)
O

Global memory (off-chip)

O 400-800
O 177 GBIs



Fermi Memory Hierarchy

Global Memory



Load Operations

Memory operations are issued per warp (32 threads)

Operation:



Memory Access

REX R




2D Array Access Pattern (row major)

1 thread per row



ransposed 2D Array Access Pattern

1 thread per column

b



Array of Structures vs Structure of Arrays




Fermi GMEM Operations

Two types of loads:
—Xptxas —dlcm=ca
128-bytes
—Xptxas —dicm=cg

— Do not hitin L1, invalidate the line if it's in L1 already
32-bytes

Stores:



Load Caching and L1 Size

Non-caching loads can improve perf when:

Large L1 can improve perf when:

16-KB L1 / 48-KB smem 48-KB L1/ 16-KB smem
o
)

How to use:
2X2 {CA,CG} x {48-L1, 16-L1}



Caching Load

Warp requests 32 aligned, consecutive 4-byte words
Addresses fall within 1 cache-line

100%
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Non-caching Load

Warp requests 32 aligned, consecutive 4-byte words
Addresses fall within 4 segments

100%

B2 2




Caching Load

Warp requests 32 aligned, permuted 4-byte words
Addresses fall within 1 cache-line




Non-caching Load

Warp requests 32 aligned, permuted 4-byte words
Addresses fall within 4 segments




Caching Load

Warp requests 32 misaligned, consecutive 4-byte wor  ds
Addresses fall within 2 cache-lines




Non-caching Load

Warp requests 32 misaligned, consecutive 4-byte wor  ds
Addresses fall within at most 5 segments

least 80%
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Caching Load

All threads in a warp request the same 4-byte word
Addresses fall within a single cache-line

3.125%
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Non-caching Load

All threads in a warp request the same 4-byte word
Addresses fall within a single segment

12.5%




Caching Load

128 / (N*128)

e e _,




Non-caching Load

Warp requests 32 scattered 4-byte words
Addresses fall within N segments

128 / (N*32)
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GMEM Optimization Guidelines

Strive for perfect coalescing per warp

Data structure, Data structure, Data structure

Have enough concurrent accesses to saturate the bus

Try L1 and caching configurations to see which one

works best



Questions?



